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Abstract

We study the Karp—Sipser core of a random graph made of a configuration model with vertices

of degree 1,2 and 3. This core is obtained by recursively removing the leaves as well as their unique

neighbors in the graph. We settle a conjecture of Bauer & Golinelli [2] and prove that at criticality,

the Karp-Sipser core has size ~ Cst - 972 - n3/5 where 9 is the hitting time of the curve t — t% by a

linear Brownian motion started at 0. Our proof relies on a detailed multi-scale analysis of the Markov

chain associated to the Karp-Sipser leaf-removal algorithm close to its extinction time.

Figure 1:

(Left). The giant component of an Erdés-Rényi random graph G(n, ) with n = 2000 on the

left and (Middle) its Karp—Sipser core. (Right). The Karp—Sipser core in red inside the original graph.

1 Introduction

The Karp—Sipser algorithm. Let g be a finite graph. The Karp-Sipser algorithm [15] consists in

removing recursively the vertices of degree 1 in g as well as their unique neighbors and removing the

isolated vertices that may appear in the process, see Figure 2. The initial motivation of Karp & Sipser

for considering this algorithm is that the leaves' and isolated vertices removed during this process

form an independent set of g which has very high density. We recall that an independent set in g
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'Here and in the rest of the paper, the concept of leaf is a dynamical concept, as a vertex in the initial graph which is

not a leaf may become one later.
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is a subset of vertices, no two of which are adjacent. The problem of finding an independent set of
maximal size is in general a NP-hard problem [10], and the Karp—Sipser algorithm provides a fair lower
bound. More precisely, it is “optimal in the beginning” in the sense that there is an independent set
with maximal size that contains all the leaves removed by the algorithm (before the first time where
there are no leaves left). More generally, greedy strategies are a natural way to approximately solve

optimization problems on (random) graphs in a way that is computationally efficient (and sometimes

quasi-optimal up to a certain threshold) illustrating the famous “Greed is good” concept [22, 12]. See
e.g. [4] for a recent application of a degree-greedy strategy to Wifi protocols.
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Figure 2: Illustration of the Karp—Sipser algorithm. The first 4 figures show the initial graph, as well as the
recursive deletion process of the leaves (in red) together with their unique neighbor (crosses), until no leaf
is left: we then obtain the Karp—Sipser core (fourth figure). On the right, the initial graph is represented
together with the Karp—Sipser core in thick lines and the independent set formed by the removed “leaves”

in yellow.

The Karp—Sipser core of random graphs. A striking property of the leaf-removal process is its
Abelian property: whatever the order in which we decide to recursively remove the leaves and their
neighbors, we always obtain the same subgraph of g (with no leaves) which we will call the Karp—
Sipser core of g and denote by KSCore(g), see [2, Appendix] or [16, Section 1.6.1]. Beware that
the above notion differs from the usual k-core of a graph?, see Section 5. By the above remark, the
Karp—Sipser algorithm creates an independent set (the leaves removed during the algorithm) whose
size is within at most |KSCore(g)| from the maximal size of an independent set in g.

The performance of the Karp-Sipser algorithm on the Erdés-Rényi random graph G(n, £) has been
analyzed in the pioneering work [15] and later refined in the breakthrough work [1] which established

a phase transition as n — oo depending on the value of c:

e if ¢ <e, then as n — oo, the size |[KSCore(G(n, £))| is of order O(1);

e if ¢ > e, then as n — oo, the size |[KSCore(G(n, £))| is of order n.

Those works have later been extended to the configuration model [5, 14]. However, the careful analysis
of the critical case ¢ = e was open as of today to the best of our knowledge. In [2], based on numerical
simulations, the physicists Bauer & Golinelli predicted that |[KSCore(G(n, r-))| should be of order
n3/5. The main result of this work (Theorem 2) is to settle this conjecture in the case of a random

graph with degrees 1,2 and 3.

2The k-core of g is the largest subset V of its vertices such that for any v € V, the induced degree of v within V is at
least k.



Model and results. In this paper we shall consider a random graph model closely related to G(n, £)
but for which the analysis of the Karp—Sipser algorithm is simpler. Namely, we fix a sequence of

numbers d" = (d}, dy, d5),>1 such that
n = dy + 2dy + 3dy is even.

We imagine d" as the number of vertices of degree 1,2 and 3 and consider a random multi-graph
CM(d") sampled by pairing the edges emanating from the df + dj + d} vertices uniformly at random.
This is a special instance of the so-called configuration model introduced by Bollobas [(], see [24] for

background. In the rest of the paper we shall further assume that

n 247 3d7
— —— D1, — ——— D2, and — ——— D3, (1)
n n—oo n n—oo n  n—oo

where p1, p2, p3 = 0, so that the proportion of half-edges which are incident to a vertex of degree ¢ is
pi. Our goal will be to analyze KSCore(CM(d™)). A phase transition has been observed in [11] for
the size of the Karp—Sipser core but its location depending on (p1,p2,p3) was not explicit. Our first
contribution is to make this threshold precise. For a multi-graph g, we will write |g| for twice the
number of edges of g, and call this quantity the size of g. If (u,) is a sequence of positive numbers
and (X,) a sequence of random variables, we will write X, = Op(uy) if (u,, ' Xy) is tight, and we will

write X,, = op(uy) if u;, ' X,, converges to 0 in probability.
Theorem 1 (Explicit phase transition). Under the assumptions (1), let
O = (p3 —p1)” — 4p1. 2)
e Subcritical phase. If © < 0, then as n — oo we have
|KSCore(CM(d™))| = Op(log®n).

e Supercritical phase. If © > 0, then
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e Critical phase. If © = 0, then |KSCore(CM(d"))| = op(n).

We note that by the criterion of [19], there is a giant component in CM(d") if and only if ps > py,

so the phase transition is distinct from the “classical” giant component transition.

Sketch of proof of the phase transition. The proof of this theorem uses classical techniques.
We shall reveal the random graph CM(d™) by pairing its half-edges two-by-two as we perform the
Karp—Sipser leaf removal algorithm (a.k.a. peeling algorithm). More precisely, when we remove a
leaf, we reveal its neighbor in the graph and remove it as well, which decreases the degrees of some
other vertices. During this process, the number of remaining vertices of degree 1,2 and 3 evolves as
a (Zsp)3-valued Markov chain with explicit transition probabilities. This is, of course, a recurrent
idea in random graph theory and has already been used many times for the Karp—Sipser algorithm
itself [15, 1]. More precisely, we shall erase leaves uniformly at random one-by-one (in contrast with
[11], where all possible leaves are erased at each round) and use the differential equation method [25]

to prove that the renormalized number of vertices of degree 1,2 and 3 is well approximated by a



differential equation on R? for which we are able to find explicit solutions. In a sense, this returns
to the roots of this method since it was Karp & Sipser [15] who first introduced it in the context of

random graphs following earlier works of Kurtz [17] in population models.

Remark 1 (A spectral parallel to the Karp—Sipser phase transition). The nullity of a graph is the
multiplicity of 0 in the spectrum of its adjacency matrix. It is easy to see that the leaf-removal
process on a graph g leaves its nullity invariant and so the Karp—Sipser algorithm can also be used
to study the latter, see [3, 21]. The phase transition for the emergence of a Karp—Sipser core of
positive proportion in G(n, £) has a parallel phase transition for the emergence of extended states (an
absolutely continuous part) at zero in G(n, ), see [3, 8]. More precisely, if G, is a random graph of

size n, we can associate with it the empirical eigenvalues distribution

n
MG, = Z O
i=1

where A\; > ... > A\, are the real eigenvalues of its (symmetric) adjacency matrix. When G, = G(n, ),
an adaptation of the celebrated result of Wigner states that p, converges towards a deterministic but
non-explicit measure pi., which is the expected spectral measure of the (unimodular) Poisson—-Galton—
Watson tree with mean ¢, see [7]. Although g, is quite mysterious, Bauer and Golinelli conjectured
that it undergoes a phase transition at ¢ = e = 2,718...: if ¢ < e then they predicted that
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in which case . is said to have non-extended states at 0, and if ¢ > e then p. has extended states at
0. This conjecture was proved by Coste and Salez [8] who more generally gave an explicit criterion to
decide whether the expected spectral measure i, of a unimodular Galton—Watson tree with offspring
distribution 7 possesses or not an extended state at 0. In particular, if G,, = CM(d") under assumption
(1), then it is easy to see that G,, converges in the Benjamini-Schramm sense towards the unimodular
version of a Galton—Watson tree with offspring distribution m = p1dg + p21 + p3ds, and consequently
Ue,, converges towards pir by [7]. In this case, an easy calculation shows that the Coste—Salez criterion
for existence of an extended state for u, is precisely © > 0 where O is defined by (2) in Theorem 1.
It is very tempting to conjecture that the “continuous” part of the spectrum near 0 in p, is indeed
created by the giant component of the Karp—Sipser core, but unfortunately, we have no geometric
nor spectral explanation of the coincidence of the above two thresholds which come from two very

different computations.

We now turn to the detailed analysis of the critical case which is the main goal of our work. For

this we fix a particular degree sequence dg;; = (df ., d5 ., d5 ) such that df . + 3d3 . = n is even (to

be able to perform the configuration model) and

3 3
no=n (1 - ‘g) +0(1), 2d3, =0, and3dy, = n\g +o(1). (3)
In particular we have © = (v/3 —1)2 —4(1 — @) = 0 so we are indeed in the critical case of Theorem
1. By definition, the core KSCore(CM(d/,;;)) has only vertices of degrees 2 or 3. Our main result is

then the following:



Theorem 2 (Geometry of the critical Karp—Sipser core). Let Do(n) (resp. Ds(n)) be the total number
of half-edges attached to a vertex of degree 2 (resp. 3) in KSCore(CM(dZ,,)). Then we have

crit
n=3/5. DQ(TL) (d) 3—3/5914/5 | 92
H . s
n72/5 . Dg(n) n—o00 372/5216/5 .93
where ¥ = inf{t > 0: B, = t~2}, for a standard linear Brownian motion (B : t > 0) started from 0.
Moreover, conditionally on (D2(n), D3(n)), the graph KSCore(CM(d},

n.4)) is a configuration model.

Remark 2 (Bauer & Golinelli’s prediction). The above theorem confirms a long-standing prediction
of Bauer & Golinelli [2] stated in the case of the Erdés-Rényi random graph: based on Monte-Carlo
simulations they proposed a few possible sets of critical exponents [2, Table 1] and our theorem

confirms their prediction. See also [11, 16] for later developments.

Note that our assumptions on the initial degree sequence are much stronger than for Theorem 1
since the size of the critical core is quite sensitive to initial conditions. Our proof still works if the
triple (1 — @, 0, §> in (3) is replaced by a triple (p1, p2, p3) that is critical in the sense of Theorem 1
(this is equivalent to starting "later” along the critical curve of Figure 5 below). Moreover, the error
O(1) can be replaced by O(n'/?), and the result should remain true as long as the initial error is
o(n®/®), see Section 5 for a discussion on the near-critical regime. On the other hand, the reason why
we restricted ourselves to vertex degrees bounded by 3 is that it is the regime where we could find
explicit solutions to the differential equation which appears in the scaling limit. However, we believe
that the above limiting result holds (possibly with different constant factors) for a large variety of
random graphs which are critical for the Karp—Sipser algorithm. In particular, we expect a similar
result for configuration models with bounded degrees and for the Erdés—Rényi graph (the latter is a

work in progress of the first two authors).

Ideas of proof. The proof of Theorem 2 uses the same Markov chain as the one used to study the
phase transition. That is, at each step of the Karp—Sipser algorithm, the Markov chain is a triple of
integers giving the number of vertices of degree 1, 2 and 3 in the unexplored part of the graph. The
difference is that we need to study at a much finer scale the behaviour of this chain right before its
extinction time, i.e. the first time where the number of leaves hits 0. More precisely, we can expect
from the differential equation approximation that en steps before extinction, the number of vertices
of unmatched degrees 1, 2 and 3 are respectively of order £2n, en and £3/2p. On the other hand, a
variance computation shows that the fluctuations of the number of vertices of degree 1 are of order
g3/4 v/n. Finally, the time at which we can expect the Markov chain to terminate is the time when the

fluctuations exceed the expected value, that is at ¢ = n=2/°

. However, checking that the differential
equation approximation remains good until that scale requires some careful control of the Markov
chain across scales. In particular, the reason why the fluctuations become much smaller than /n in

the end of the process is that the drift of our Markov chain induces a “self-correcting” effect.

Level of generality of the method. While Theorem 2 is limited to a quite specific model, we believe
that the techniques developed in its proof could more generally be used to understand precisely the
exit times of Markov chains from domains. To fix ideas, let (X" : k > 0) be a Z%valued Markov

chain whose expected conditional drift is well-approximated by ¢(X"/n) for some function ¢ : R —



RY. The differential equation method shows that under some mild assumptions (n’lxrfm |t > 0)
converges towards a solution X’ to X’(t) = ¢(X(t)). If Q is a bounded domain and Q™ is its discrete
approximation, it is reasonable to believe that the exit time 0™ of 2" by X" should converge after
normalization towards the exit time tey of by X'. However, the fine fluctuations of 8" around nteyt
should depend on fine properties of ¢ (and its derivatives) near the exit point. In the “generic” case,
it is natural to expect 0™ to satisfy a central limit theorem, with fluctuations of order \/n. On the
other hand, our techniques allow to study precisely the fluctuations of " in a “non-generic” setting,
where the gradient of ¢ is tangent to 0f) at the exit point or in the presence of saddle points as in [23].
Developing a general result should have applications to many other problems. Two natural examples
are the study of the k-core of random graphs and the critical Karp—Sipser core of the more natural
Erdés-Rényi random graph model, which will be the object of a future work by the first two authors.

We refer to Section 5 for a discussion on these problems.
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2 Karp—Sipser exploration of the configuration model

As we mentioned in the introduction the main idea (already present in [15, 1, 14, 5, 16]) is to explore
the random configuration model CM(d") at the same time as we run the Karp—Sipser algorithm to
discover its core. Let us explain this in details. Fix a degree sequence d" = (d,dy,d%) such that

n = df + 2dy + 3dy is even. We shall expose the § edges of CM(d") one by one and create a process

where X", Y™ Z"™ represent respectively the number of unmatched half-edges linked to vertices of
unmatched degree 1,2,3 (the unmatched degree of a vertex at time k is the number of half-edges
attached to this vertex which are still unmatched at time k). The process of the sum is denoted by
S" = X"4+Y"™+ Z". In particular, we always have (X§,Y", Z%') = (d},2dy,3d3) and S§ = n with
our conventions.

As long as X;' > 0, the process evolves as follows. Since X' > 0, there are still vertices of
unmatched degree 1. We pick ¢ (for leaf) one of these vertices uniformly at random and reveal its
neighbor v in the graph. Now, in the Karp—Sipser algorithm this vertex is “destroyed” so we shall
erase v from the configuration as well as the connections it has with other vertices of the graph. More
precisely, we reveal the neighbors of v in CM(d") and erase all the connections we create when doing
so. In particular, if v is connected to a vertex w # £ of unmatched degree d via i edges, then after
the operation w becomes a vertex of unmatched degree d — i. After that, the vertices of unmatched

degree 0 are simply removed. We listed all 13 combinatorial possibilities (recall that our vertices have



degree 1,2 or 3) in Figure 3. The stopping time of the algorithm is
0" :=inf{k > 0: X;' = 0}.

Finally, we extend the process (X", Y™, Z") to any k by setting (X, Y,", Z}') = (X, Yyh, Zg.) for
k > 0". We denote by (Fi)k>0 the natural filtration generated by this exploration. The starting point

of our investigations is the following.

Proposition 1. The process (X]', Y, Z}')o<k<on is a Markov process whose transition probabilities are
described in Figure 3. Furthermore, for any stopping time T, the remaining pairing of the unmatched

edges conditionally on Fr is uniform.

Proof. In words, the proposition says that we can construct the random graph CM(d"™) at the same
time as we perform the leaf-removal algorithm to reveal its Karp—Sipser core. This is a classical idea
in random graph theory, but since this is the crux of the approach, we give a few details. Imagine
that the degree sequence d” is fixed and label arbitrarily the n = 1d} + 2dy + 3d4 legs (half-edges)
incident to the d} + di + di vertices. Consider then a uniform matching M, i.e. an involution of
{1,2,...,n} without fixed points chosen uniformly among the (n—1)!! possibilities. The graph CM(d")
is then obtained by pairing the legs according to the matching M. We will now use repeatedly the
following elementary fact: suppose that I € {1,2,...,n} is a random index independent of M and
denote by J € {1,2,...,n} its image/pair in M. Then J is uniformly distributed over {1,....n}\{I}
and conditionally on (I, J), the restriction of M to {1,...,n}\{I,J} is (after relabeling) a uniform
matching. In terms of the random graph CM(d"™) this means that if we destroy the edge associated
to a leg selected independently from the underlying matching, then conditionally on the remaining
degree sequence d"~!, the resulting graph has law CM(d" !). We can then iterate several times
this property to perform one step of the leaf-removal in the Karp—Sipser algorithm: first delete the
edge associated to a leg attached to a vertex of degree 1 (picked arbitrarily but independently of M)
and then delete the edges associated to the legs of the possible neighbor revealed. Conditionally on
the resulting degree sequence, the rest of the graph is still a configuration model and the probability

transitions are indeed given by Figure 3. The remaining properties immediately follow. O

In particular, notice that at the stopping time 6", the graph made by pairing the remaining
unmatched edges is precisely the Karp—Sipser core of CM(d") and so the second part of Theorem 2

is already proved.

3 Phase transition via fluid limit of the Markov chain

In this section, we prove Theorem 1. The main ingredient is a deterministic fluid limit result for the
Markov chain (X", Y™, Z™).

3.1 Fluid limit for the Markov chain

For a process indexed by discrete time (£ : £ > 0) we use the notation A$ = Hir1 — Hy for k > 0.
Given the transition probabilities of the Markov chain (X™, Y™, Z™) the following should come as no

surprise.
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Figure 3: Transitions probabilities of the Markov chain (X™ Y™ Z"): as long as X" > 0, a vertex ¢ of
degree 1 (in red above) is picked and its neighbor v is revealed. The vertices ¢, v are then removed from
the configuration model as well as the connections they created. The probability of each event is indicated
in green in the upper right corner and we recall that S = X + Y 4 Z. The variation of X,Y, Z are
displayed in blue. A symmetry factor is indicated when needed in purple in the upper left corner. Notice
in particular that the last three cases on the bottom have probabilities of smaller order O(1/S5), so they

will not participate to the large scale limit.



Proposition 2 (Fluid limit). Suppose that d™ = (dY,d5,d3) satisfies (1). Then we have the following

convergence in probability for the uniform norm:

X”n Y"n Z”n P
( Ltn] “ltn] L”) O (@), 7 (1), Z(1))o<r<tn (4)
n n n—oo
0<t<o™ /n

where (2, %, %) is the unique solution® to the differential equation (2, %', 2" = ¢(2, %, %)
with ¢ defined below (5) with initial conditions (p1,p2,p3) and where tey is the first hitting time of 0

by the continuous process & . Moreover, 8" /n — tex in probability as n — oo.

Proof. It is a standard application of the differential equation method. Indeed, the increments of the
Markov chain (X™, Y™ Z™) are bounded and using the exact transition probabilities (Figure 3), the
conditional expected drifts

E[AXE, AY" AZY | Fil

Xe Y Zg

converge for large values of n towards ¢ ( P

) where the function ¢ is defined by

z —2x — yz — 3x%z — 2yX + zy? — 2zxy — z° — 4z°x
ol @ | = 473 — 2xy — dzy? — dxyz — 4y? + 4z°x ) (5)
4 —3yz — 3zy? — 122%y — 3zx? — 6xyz — 12z°x — 923
) Z
with . =2 + % + 2 and where | y | := = Y is the proportion vector. (6)
Z Z

For any & > 0, the convergence of the conditional expected drifts to ¢ is uniform on {n=!.S™ > §}

and (z,y,2) — ¢(x,y,z) is Lipschitz on {(z,y,2) € Rij_ 5 > x4yt 2z > 6} as Vo(x,y,2)

1 P(%y»z)
is of the form Tty ro)™

(22", &) = ¢(X, %, Z) with initial condition (p1, p2, p3) has a unique solution until the time ¢J,

5

ext*

where P is a polynomial. Therefore, by [25, Theorem 1], the equation

where 2 first hits 6, and the convergence (4) holds for 0 < t < 2. Moreover, let te = lims_gt
Since ¢ is bounded by an absolute constant, the solution (27, %, 2) is Lipschitz on [0, text), SO we can
extend it uniquely in a continuous way to [0, text|, and by continuity tey, is indeed the first time where
Z hits 0. We know that (4) holds on every compact subset of [0, ext). Moreover, the increments of
(X™, Y™ Z™) are bounded by an absolute constant, so the functions n=! - (X™, Y™ Z") are uniformly
Lipschitz and the previous convergence extends to a uniform convergence on [0, text]-

We now only need to check that % converges in probability to text. We notice that determinis-
tically, if k < 0", then S ;| < S’ — 2, which implies 6" < n, so up taking n in some subsequence,
we may assume that % converges to some random variable tey. By convergence of the process and
the definition of e, it is immediate that ?ext > text. For the other direction, we treat two cases

separately:

o if S (text) = 0, then let ¢ > 0, and let § > 0 be such that . (text — 0) < €. With probability
1—o0(1) as n — +o0, we have S[L(tcxt*é-)nJ < 2en. Since S™ decreases by at least two at each

step, this implies 0" < (text — 0)n + en, so toxt < toxt-

3More precisely, by solution, we mean that (2, %, %) is a continuous function from [0, tcy] to R? such that 2~ first hits
0 at time texy and (Z7(t), %' (t), Z'(t)) = ¢ (X (t),# (t), Z(t)) for all 0 < ¢ < text.



o if S (text) > 0, we first argue that the first component of ¢ (2", %, %) remains bounded from
above by a negative constant along the whole trajectory. Indeed, since .¥ is bounded from
below, we have 2 > —c% for some constant ¢ along the trajectory. Hence 2 is bounded from
below by a positive constant on [0, text], so y is bounded away from 1. Since the first component
of (X, %, %) is at most —yz + y?z = —yz(1l — y), this proves our claim. Therefore, with
high probability, the conditional expected drift E[AX]' | X}'] is also bounded from above by a
negative constant —c along the trajectory. Since the increments are bounded, by the weak law

of large numbers this ensures toxt < tegt + %5 for all € > 0, so toxt = toxt-

t 04
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Figure 4: Illustration of the solution (Z°,%, %) to the differential system in terms of number of legs
attached to vertices of degree 1, 2 and 3 in the subcritical (left), critical (center) and supercritical (right)

cases.

3.2 Solving the differential equation

In this section, our goal will be to gather information about the solutions to (5), which will give
Theorem 1 and be an important tool in the proof of Theorem 2. As indicated by the system (5), we
will see that the solutions are easier to express in terms of proportions. We refer to Figures 4 and 5

for a visualization of the trajectories of these solutions.

Proposition 3. We fiz p1 > 0 and pa,p3 > 0 with p1 +p2 +p3 = 1. Let (Z°(t),Z (1), Z(1))o<i<s.,, €
the solution to (5) with initial condition (p1,p2,ps). Recall from (2) the definition
© = (p3—p1)” —4p1 € [-3,1].
o If © < 0 (subcritical case), then X (text) = ¥ (text) = Z(text) = 0. Moreover, for t < text
sufficiently close to texs, we have Z(t) < 2 (t).

o [f© > 0 (supercritical case), then

40
3+ 06

4@3/2
>0 (7)

f%-(text) = 07 g/(text) = 310 .

(1 — \/@> >0, and P (text) =
o [f© =0 (critical case), then Z (text) = ¥ (text) = Z (text) = 0, and more precisely as € — 0:

X (text —€) ~ 32,
WY (text —€) ~ de, (8)
g(text — E) ~ 4\/363/2.
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Supercritical

Maximal Critical

Subcritical

Non-maximal
Subcritical

Z<X

Subcritical
Region for the
Configuration model

Figure 5: Illustration of the differential system X,z with the vector field. The maximal solutions start
from x(0) + z(0) = 1. A maximal supercritical (resp. critical, resp. subcritical) solution is shown in green
(resp. blue, resp. red). A non-maximal subcritical solution is displayed in orange. Note that any subcritical

solution terminates in the gray region which is subcritical for the configuration model itself.

Proof. We will first obtain an explicit (up to time-change) solution to (5). We recall that ./ =
X+ % + Z is the fluid limit of the sum process and that x,y,z are the proportions whose sum is
constant and equal to 1.

Using y = 1 — x — z, the system (5) translates into the following system on x,z and .7:

x' =

[~

. (X - Z)Z7

7 = S (-2+x-12)z, 9)
S = 2(-24+x—12),

=N

where again .#’(0) = 1 and x(0),z(0) > 0 satisfy x(0) +z(0) < 1.

In order to get rid of . in this system, we perform a time change: for t € [0, text], We write

b ds
t) = € |0, 4-o00|.
10 = [ S5 € l0+x)
We also define the functions X,y,z on [0, Uext|, With text = ge"t ;(ss), by %x(u) = x (7 *(u)) and

z(u) = z (Y (u)). We obtain the system

N

{5(’ = (x-2)%,

7 = (—2+%—12)

We find solutions to this system as follows: by subtracting the second line to the first one, we have
x' — 7z’ = 2z and the second line implies that X — z = (% + 2). Deriving the second identity and

comparing, we deduce the following second-order non-linear one-dimensional differential equation:

2(2)° ="'z — (7)°.
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A complete family of solutions is given by

. b2
2 = St w)? )
X(u) = (tanh(b(z +ug)) 1) Fier v
~(u) B _2b2 n 2b + 2b2 -1

Y = a0+ o)) T tanh(o(u + o) |

where b, ug € R. We notice that along these solutions, the quantity (z — X)? — 4% is constant, and is
equal to 4(b% — 1), this quantity is equal to the © defined by (2):

(2 %)2 — 4% = 40 — 1) = (ps — 1)’ — dp1 = ©. (11)

We also notice that y is always increasing and that y < 0 for w small enough, which has no
meaning in our context. Therefore, every solution is contained in a mazimal solution, i.e. a solution
where the initial condition (p1,p2,p3) satisfies po = 0. Since we are only interested in the behavior
near extinction and since the right-hand side of the formulas (10) depends only on b, we may restrict
ourselves to maximal solutions, i.e. assume po = 0. Other solutions can be deduced from this by a
time shift in (X,¥,z), which translates into a time shift in (2, %, Z). From y(0) = 0, we get

2by/ (402 — 1
uo—llog<1+2l)+b(b)> > 0,

2 2 —1

soplzl—%\/mandpgzéx/m.

We now come back to the true solutions (2, %, %) in each of the three cases of Proposition 3.
For this, we need to study the time change v : [0, text] — [0, Uext]. By definition of v and the third
line of (9), for all ¢ € [0,text), we have

{ 7w = 7@,
L) = 2(=2+x(y(t)) —2((1)).

Multiplying those lines and integrating both sides using the exact expressions of X and z, we find

dlog 7 (t) = 4L log (sinh(b - (v(t) + up))) so the following quantity is constant:

2\ 2 4 4
;275))_():41) (12)

S (t)sinh* (b - (y(t =t = :
()sint (- (2 (0) + ) = 70) = T
Note that this last equation, combined with the expression of .#’(t), provides a differential equation
satisfied by ., from which we could express .7 as the inverse bijection of an explicit function.
However, this will not be needed in the proof. Given those findings, the rest of the proof is made of
easy calculations. Let us proceed. We refer to Figures 4 and 5 for visualization of the system in terms

of proportions or in “number of legs”.

2
bounded away from 0, so the same is true for x(¢) on [0, text|. It follows that .7 (text) = "Zéii’;t)) =0.

Subcritical regime. For © < 0, we have 1 < b < 1. In this case, we observe that %(u) > 1 — b? is
)

Therefore, by (12), we have z(text) = \/ (#) S (text) = 0. In particular, for ¢ sufficiently close to
text, we have z(t) < x(t), so Z(t) < 2 (t). Note that this also implies ey = +00.
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S

V5
2

1+vb2—1
D )
This implies that wext < Uext. We claim that we have equality. Indeed, if this is not the case, we

have X(text) = X(Uext) > 0, 80 . (text) = 0, so (12) implies Z(uext) = 0 with ueys < 400, which is

Supercritical regime. For © > 0, we have 1 < b < ¥2. In this case, the function x first hits 0 at
time

1
Uext = —Ug + gArccoth

not possible given the explicit expression of z. Therefore, we have X(uext) = 0. Using (11) we can
compute

Z(text) = Z(Uext) = 2Vb0%2 —1 and y(text) =1—2Vb0% -1
and finally, using (12):

4 16(b% — 1)
i -2 et) = T

which, once translated in terms of O, gives (7).

y(tex‘c) —

S

Critical regime. For © = 0, the maximal solution starts from p3 = 23 and p;1 =1 — @, and we
have b = 1. In particular, using ug > 0, we have x(u) > 0 for all v > 0. By the same argument as
in the supercritical regime, this implies uexy = +00. Therefore, by the exact expression of X,y,z, as
t — text, we have x(t),z(t) — 0 and y(t) — 1. Therefore, by (12) at ¢ = text, we have . (tex) = 0, SO
Y (text) = Z (text) = 0.

Hence, letting ¢ — texy in the third equation of (9), we have .#'(t) — —4 as t — text, SO
 (text — €) ~ 4¢ as € — 0. Injecting this in (12), we find z(text —€) ~ V3¢, 50 2 (texs —€) ~ 44/3e3/2.
Finally, we know from (11) that (z—x)? —4x is constant equal to 0, 0 X(text —¢) ~ 3Z(text —€)% ~ 3¢,

which gives the asymptotics for 2. O

3.3 Phase transition: proof of Theorem 1

Subcritical regime. We assume that (p1, p2, p3) is subcritical, and consider the associated solution
(Z,%,Z) to the differential equation. By Proposition 3, let t; < texy be such that Z(t1) < Z°(t1).

By Proposition 2, we have

L sn 0 om (P)
- (anpypmy Ltan> —— (2 (1), ¥ (1), Z(t1)) -

n n—-+oo

Moreover, by Proposition 1, conditionally on F|; |, the remaining graph after |tin] steps of the

Karp—Sipser algorithm is a configuration model with respectively X ﬁln Ik YL’ZW | and Z" | half-edges

[tin]

belonging to vertices of degree 1, 2 and 3. Since n‘lZﬁtan ~Zt) < Z(h) =~ n‘lXﬁran

suberitical configuration model (do not confuse with subcriticality in terms of the Karp—Sipser core).

this is a

In particular, by [19, Theorem 1.b] there is a constant ¢ = ¢(p1, p2, p3) such that with high probability
the remaining subgraph after |[t;n]| steps has fewer than clog(n) cycles and all of its connected

components have size at most clog(n). On the other hand, by construction, the Karp—Sipser core is

n

[t SO 1t has size Op(log®n).

included in the union of all the cycles of G

Remark 3 (True size of the subcritical KS-core). The above bound Op(log?n) for the size of the
subcritical Karp—Sipser core is very crude towards the end of the proof. We expect the actual order

of magnitude of the KS-core to be Op(1) as in the Erdés—Rényi case [1].
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Critical and supercritical regime. In this case, combining Proposition 2 and our explicit compu-
tations of the solutions, we obtain that (X™/S™, Y"/S™ Z"/S", n~=!. S")(0") converges to

16(b% — 1)
42 -1 )°

(X(text), ¥ (Fext)s Z(text ), 7 (text)) = (0, 1—2vb2 — 1,202 — 1,

In particular the number of half-edges of the Karp-Sipser core is equal to Sy, = Y. + Zj,, so it is
asymptotically op(n) if b = 1 (critical case). If b > 1, it is linear in n, which concludes the proof of

Theorem 1 after a quick computation.

4 Analysis of the critical case

In this section, we shall prove our main result Theorem 2. In the rest of the paper, we shall thus
suppose that the initial conditions (3) are in force. Let us first explain the heuristics to help the reader

follow the proof. We refer to Figure 6 for an illustration.

A

Figure 6: Heuristics for the proof of Theorem 2. The variations of the processes (X,Y,Z) around its
deterministic fluid limit when k = (t.x, — €x)n are displayed above. In particular, in the case of X, the
number of degree 1 vertices, those variations may cause X to touch 0 when g, ~ n~%/° so that there are

exn ~ n*/° vertices of degree 2 and ei/ n ~ n?5 vertices of degree 3 remaining in the graph.

We have seen above that in the critical regime, the asymptotic size of the Karp-Sipser core is
op(n) and that almost all vertices have degree 2 (i.e. with density 1 since y(fext) = 1). Recall that
the process stops at time

0" =inf{k > 0: X} =0},

which by Proposition 2 is & tey - 7. To analyse this stopping time and understand the size of the KS-

core, we need to be more precise in the analysis of the fluctuations of the process (X", Y™, Z™) around

14



its fluid limit n - (27, %, Z). To this end, we define the fluctuations processes (A}, By, C})o<k<on by

Xp = nZ (5)+Ap
vpo= n (5)+ B
zr = nZ (5 +cop

To simplify notation, the n in the exponent will be implicit for the rest of the paper when there is no
ambiguity, even if we will often look at the asymptotic as n goes to infinity.

When we are sufficiently far from the end of the process, i.e. when k =~ tn for 0 < t < texy we
know from Proposition 2 that (X,Y,Z) is well approximated by n - (£, %, %) and classical results
(see Lemma 2) will show that the fluctuations A, B and C renormalized by a factor 1//n converge
to Gaussian variables whose variances depend on ¢t. To analyse the algorithm towards the end we will
use the notation, for 0 < k < (textn) A0,

k
€k = toxt — - >0 so that k= (text — €x)N. (13)

Notice the bold font for & to avoid confusion. Recall from Equation (8) that 2 (k/n), % (k/n) and
/

®. We will see below that the order of magnitude of

/

% (k/n) are of order respectively €%, ey and 52
n~12. Ap,n Y2 . B, and n=/2 . C}, are respectively 52/4, 1 and s,lc 2 In particular, the fluctuations

A of X become of the same order of magnitude as its deterministic approximation n.Z" when

2/5 3/5

3/4 . _
nsi%n%(text—sk)%flk%\/ﬁ-ek/ ie. when ep~n < Ntext — k=N,

and this explains heuristically why 6,, = texn + O(n3/ %) and why the size of the Karp-Sipser core is

given essentially by Yy =~ n3/5

. The rest of this section makes those heuristics rigorous and proves
our main result Theorem 2.

We first provide estimations of the conditional expected drifts and variances of the increments of
the fluctuation processes (A, B,C) in Propositions 4 and 5. These propositions support the above

heuristics and lead us to introduce the renormalized fluctuations processes

. A _ B _
Be= i Bi= Db G-
e/ \Vn

V' 5,16/ 2\/7?7
which, at least heuristically, should be tight in k. After that, our proof consists in two main steps.
First we will show that with high probability as n — oo, we can bound —with some log’s— the process
(A, B,C) up to time O(n3/3) before texin, see Proposition 6. To do so we will extensively use the fact
that for C' and ,Z’ the conditional expected drifts tend “to pull them back to 0” so that the processes
remain small over all scales. Finally, in a second step, we will show that when k = ntex — tn3/5
for x € R the fluctuation process A is well approximated by a stochastic differential equation, see
Proposition 8. The fluctuations B and C are, at this scale, still negligible in front of their differential

method approximation.

4.1 Drift and variance estimates

In this section we compute the conditional expected drift and variance of the fluctuations processes
A, B,C. Recall the very important notation € introduced in (13). As explained above, it will turn

out that 8 = 0" is located around textn — O(n3/ 5) and in the forthcoming Propositions 4 and 5 we
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shall allow a little room and only look at times k < 6 such that g > n—2/5-1/100 (and indeed the

fraction 1/100 is somehow arbitrary). We thus put

6=0A <textn — n3/5_1/100> . (14)
Recall from above the notation
~ X, —nZ () - Y, —n% (E _ 7 — % (k
Ay =2 2 An) 3Z () Bpi=-t—"""n/ Y () and Cj = = n) 1/2 ()
e, Vn vn e,/ Vn

Recall also that Fj, is the o-algebra generated by (X;, Y, Zi)0<z< - We have chosen the normalization
so that the processes gk, Ek and ék are of order 1 and fluctuate at the time-scale e;n, which is why

the conditional expected drift and variances are all of order e,%n

Proposition 4 (Drift estimates). There exists a constant K > 0 such that for all § > 0, there is
n =n(8) > 0 such that the following holds for n large enough. For any (te —n)n < k < 0, if we have
| A, |Bil, |Cr| < 1000logn then:

1/4

~ 11~ o~ Ke ~ o~ K _
‘E (AR + — A < Akl + = max (|Byl, [Ghl ) + ——n V%, (15)
ernd ELN ERN ELN
- K e K
< A 9730
‘E [ABkyfk} < oo VErmax <\Ak\, By, yck|) oo, (16)
. 1 (33~ =~ 5 - K - K
E[Ackyfk} L (33E 6 ) < —max(|Bk],\Ck|> +— AL+ —n V0 (T)
ELN 2 ELN ELN ELn

Proposition 5 (Variance estimates). There erists a constant K such that for all 6 > 0, there is
17 =n(9) > 0 such that the following holds for n large enough. For any (text —n)n < k < 0, if we have
|Akl, | Bk, |Ci| < 1000logn then:

- 03| 5 K Kel? . K ) ~
Var (AAk|J-'k) — 8\[ <y Do T8 g2 Ny (B;%, C;f) : (18)
kN ErNn Ern ErN n
~ 2 1) K
Var (AAk‘]‘—k) < ﬂ + 77171/307 (19)
ErNn Ern
~ K
Var (ABk\}“k) < £ (20)
B Kell?
Var (Ack\fk) < Ei’; . (21)

The proofs of the above two propositions follow by examining precisely the transition probabilities
of the Markov chain (XY, Z) given by Figure 3 and basic (though important) analysis of the behavior
of the function ¢ (defined by (5)) and its gradient V¢ near text. Let us start with a deterministic
lemma based on (8) controlling X,Y, Z from the processes X, E, C:

Lemma 1. There are absolute constants C,c > 0 such that if | Ay, |By|, |Ci| < 1000logn and Xj, > 0

~2/5-1/100

and g, € [n , for n large enough we have

Xk < Csin X nl/lOO’ Yk < C’skn, Zk < C’ei/Qn

and
Sr = YL > cepn.
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Proof. Recall the asymptotics (8). We simply write

k ~
X, <nZ <n> + e nAL, < C'eln + 10006 */nlogn.
(8)

The assumption k& < texn — n3/5*1/100, ie. g > n*2/5*1/100, implies that the second term is
0 (r—:in x nt/ 100). The other two upper bounds can be proved in the same way. Finally, we have

S = Yy = n@ (k/n) + V/nBj, > cdepn — 1000y/nlog n,

3/5—1/100

which is enough to prove the lower bound on Sy since gxn > n is much larger than y/nlogn

if n is large enough. O

Proof of Proposition /. Recall the definition of ¢ in (5) given in terms of proportions, so that using

the notation s = x + y + z we have

2 2 3 2
Yz xz Ty | Yz Yz 2 Tz
T,Y,2) = —2— — —3— 2=+ 27— ,
(bX( Yy ) 82 83 82+ 33 33 33 33
3 2 2 2
_ o Yy yz TYZ Yy xz
¢Y<"’“’y’z)—2<253‘32‘233—233—252+253)7
2 2 2 2 3
_ yz Yz yz Tz TYz Tz z
<bz(x,y,z)—3<—s2 _83_433_83_233_483_333>’

and the fluid limit equation is 2" = ¢x (2", %, %), and similarly for the two other coordinates.
WE START WITH THE ESTIMATE (15) ON A. We first decompose the conditional expected drift as

follows:

3/4
~ 1 £
E [AAk\]-‘k} = —E[A|F] + (;/4 - )Ak
g

Epp1vnh k+1
3/4
1 k+1 k 15 ~
= < (E[Axk|fk] —n<5a” < - > -z <n>)> + ( 5/4 —1> Ap
Ek—l—l\/ﬁ €11

Therefore, by decomposing 1/4 =1 — 3/4, we can decompose the left-hand side of (15) as follows:

‘E [Akam} n Einiﬁk

3/4
€ ~ 31 ~
) (ef;ﬁ ) BT @)
1 Xi Y Zy
+€2/+47 E[AXy|Fi] — ox <n’n’n>‘ (23)
1 X, Y. Zg k A, Bp Cp 1
v (Cer ) -ox (oo (5)) - (5 5) vox (o2 (3) )
(24)
1 |(Ax By G K LA,
1 k kE+1 k
k+1

We will bound each of these five error terms one by one. More precisely, we will prove that the
terms (22), (23), (24) and (26) are all O (”_1/30

ErNn

), whereas the other terms in (15) come from (25).
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We start with (22), which is easy. We simply write e = text — % and €xy1 = text — % This implies

Sl — 1 - L5
et 31 +0( 1 )
&34 T T dewn (em)2 ]’
k+1 4€kn (Ekn)

€k Ekn’

3/5—1/100 we have

| Ap| _ 100n=3/2H1/1 %0 log
(ekn)z = Ern

where the constant is absolute. Finally, using exn > n

)

so we can bound (22) by %Lnn*IBO.

We now move on to (23). The drift E [AX}|Fi] can be expressed as the sum over all the cases of
Figure 3 of the probability of each case multiplied by the variation of X in this case. For example,
the probability for the first case is )5(5:11 Approximating E [AX|Fr] by ¢x (X’“ Y Z’“) is then

n’>n’n

X 1 by )S(S//Z, and similarly for all the other terms. But we have

Xk—l Xk/n 17Xk Xk/n 1 1 Xk/n 1
= = 1_ —_— —_— — _
Sk—l Sk/n % 1_5% Sk/n 0 Xk +O Sk Sk/n+0 Sk ’

since Sy > Xj,. When we do the same computation for all the cases of Figure 3, we also get an error
O(Sik) Note that for the last three cases on the bottom right of Figure 3, the probability is already
O(Sik), so these cases do not contribute to ¢x(z,y,2). So we can bound (23) by

1 1 1 1 1 1 n—1/30
e3/4 \fO <Sk> Ler_n.lo( 3/4f ekn> >n-8-Th 0 ((-:kn X (n ——100)3/4\f> O( Ern )

€kt1 €pi1 K>n
We move on to (24). We want to estimate the error when we do a linear approximation of ¢x

equivalent to approximating

cn\w ”

near (2°,%,%) (%), so we will need to bound the second derivatives of ¢x near this point. More

precisely, we write (vy, v, v3) = ( b Dk ) By the Taylor-Lagrange formula we can bound (24) by

D*ox

1
= Z [l o] ur—2 (k) <o | | D0 Bmda, )| (27)
SV 1is [u2—2 (k/m)|<ve] ’
luz—2"(k/n)|<|vs]
By the assumptions of the proposition, we have the bounds:
1 1 1
o] < 10004282 10y < 1000222 Jus| < 1000€)/2 22 (28)

On the other hand, we can compute the second order derivatives of ¢ x, which are of the form %
for some polynomial P. By Lemma 1, we know that u;, us and us are respectively O (e%nl/ 100),
O (sknl/wo) and O (si/QnI/wO), and the sum w7 + ug + ug is of order €. Hence, we can consider the
term with the highest order in the numerator. For example, we find

0?ox B 12u2 + 28ugus + 10u§

0z? (u1 + ug + uz)?

and the highest order term in the numerator is u3 = O (einl/ %9). On the other hand, the denominator
is of order si, so we get
%(ul u9 U3) =0 (E 1/50)
2 U2, U3) = k
Oxy

2
The bounds on %(ul, ug, u3) that we obtain for all second-order partial derivatives are summarized

in the following table:

18



i\j 1 2 3

1 0 (Ek n1/50) 0 (6_3/2n1/50> 0 (Ek n1/50)
2 | o (673/ n1/50) O (ef n1/50) 0 (673/ n1/50>
3 0 (Ek n1/50) 0 (623/%1/50) 0 (Ek n1/50)

Combining this with (28), we find that each term of (27) is

19, w _of L n n/log? n B o n1/30
Ek+1 nyn - Exn siﬁf 2ep 41 >n—2/5-1/100 een |

which bounds (24). Note that it was necessary to handle one by one the terms of (27) and not to

bound everything crudely by ||v]|? x ||[D?¢x|| (we would have obtained an additional factor 51;1, which
is too large).
Let us now bound (25). We first compute the gradient of V¢x:

1

CETEDE (—4y2 —Oyz + w2 — 32, 4wy + 612 + 22%, —2® — 2yz + 3y + 3zz).

(29)

V¢X($, Y, Z) =

On the other hand, by (8), when ¢ — 0, we have
X (text — €) ~ 32, Y (text —€) ~de | X (text —€) ~ 44/3£%/2,

Therefore, we can replace (z,y,z) in (29) by (Z°(t), % (t), Z(t)) and let t — tey;. We find that there
are constants K,n > 0 such that, for any 0 < ¢ < n, we have:

96 1 s

T (2.9 2) (fexs —2)) — —| < =,
(2 (s~ )| < K
(7. 2) (s~ )| <

This is the value of n that we take in Proposition 4. We can now replace € by ;. € (0,7) and we
obtain the following bound on (25):

1) 1 K 1 K 1
X = |Ak|+—><73/4 | By| + iz X =71 |Cr|
EgxN €1V n € VN g mn  glavn
o~ K K
= 7’Ak’ + 761/4’Bk| + 761/4|Ck‘
Ern Ern
0~ 1000K
< —| Ak + 8116/410gn
Ern Ern

We finally treat the term (26). We recall that 2~ solves the equation 2”7/ = ¢x (2, %, %), so this
is just a linear approximation, so we will need to bound the second derivative 2™". More precisely, (26)

is bounded by

n 1)2 y
—) x max_ |[27"]. (30)
et v <n [£,k4]

Moreover, by differentiating 2" = ¢x (2, %, %), we have

21 <¢ e a@’”() (2 (6). 2 (1), Z (1))

_Z©
()

(Z () —22° ()X (t) + 8% () Z (t) + 11.Z(t)?) .
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This is a continuous function of ¢ on [0, text). Moreover, by (8), we have

4/3 £3/2
(et

so 2" is bounded by a constant K. Plugging this into (30), we can bound by w5— =
y

3/4 n3/2
n—1/30
1o ( — )

k+1
WE NOW MOVE ON TO THE ESTIMATES (16) AND (17). Since the proof is similar, we will not do

%<text_€)’\’g—)0 ><8><45><4\f53/2—6

it in full details and only stress the differences with the proof of (15). The decomposition of the error

into five terms is the same with the following modifications:

51/2 ~ 1 1 ~

€r+1

for 5, and disappears completely for B ;

e the first term (22) becomes
e in the terms (23), (24), (25) and (26), the factors W become \F for B and —— 7 for C;

k+1VT Ep+1 VT

e in the fourth term (25), the drift _ Ak becomes 0 for B and 3‘[B — 5}: of C.

—1/30
ELN

The first and second term can then be bounded by O (" ) in the exact same way as for A (this

3/4

bound actually becomes cruder for (23), since now the factor e}, 't1 in the denominator disappears or
become larger).

The bound on the fifth term (26) is also very similar: we now have

A"(t) = — 5 (2 + 4D+ 82 % + 219 % +2027) (t) = o((text—t) 1/2)
2 = 32 D24 AXY + 4D 48X X + UD Z +1122) (1) = O ((text — 1) /?) .
y4

N2 —1/2 e !/’
Therefore, the analog of (26) for B (resp. C) is O (f xnx ()" xe, ) =0 (resp.

-1 ]
0 (%)) In both cases, this is O <n€;:L3O>.
The analog of the third term (24) is still very similar, but requires to be more careful. Indeed (27)

becomes respectively

1 P py
vi| X |vj| x max (u1,ug,us)|. (31)
e 2 Wkl e o, (e
+ IS lua—% (k/n)|<|vz|
lus—2 (k/n)|<|vs|
and ) %6
z
— vi| X |vi| X max UL, U, U3 )| . 32
X dxlulx e () (32)
SHIS lug =% (k/n)|<|vz]
lus—2 (k/n)|<|vs]
for B and C. Moreover, when we compute the second order partial derivatives 520 ¢§ nd aax (g‘; , We

get respectively the following tables:
i\j 1 2 3

1| 0 (2n/) | 0 (e 2n2/50) O (&;2n1/%)
2 |02V [0 (573/2n1/50> O (72n1/%)
3 | 0@ | 02V |0 (6;3/%1/50)
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i\j 1 2 3

1 o (523/%1/50) 0 (523/%1/50) O (e 2nt/%0)
2 | o (673/2 1/50) 0 (673/2 1/50) O (e 2n!/™)
3 | O(gy*n'/0) O (g;,2n'/?%) | O (g, %n!/?")

In both cases, using (28), we find that each term of (31) or (32) is

6;3/2 1/50 10g2 1y 1 n1/50 1602 n—1/30
(0] 7 =0 —x ——=— = | (0] .
€k+1n3/2 ExN Ek\/ﬁ e,>n~ 8100 ErN

Finally, to handle the analog of the fourth term (25), we just need to compute the gradients of ¢y
and ¢z:

Voy(z,y,z) = m (Qxy + 6y? + 6yz — 822, —22% — 6zy — 622 + dyz + 1222, 8xz + 4% + 12yz) ,
1
Voz(r,y,z) = m (31’2 + 9yz + 1522, 6yz + 1222, =322 — 9zy — 1522 — 6y° — 12yz) .

As in the first case, we can now replace (x,y, z) by (Z°(t), # (t), Z(t)), use (8) and identify the highest
order terms in text — ¢t. We find that there is a constant K such that for all 0 <t < text:

Doy K
B (Z 0T, ZM) <

Oy £
5y (X020, 21)| < (foxs — D12

Ody K
. (Z(1),Z (1), Z(t)| < P

0dz K
o (20,21, Z(1)| < (foes — 1)1/2°

Moreover, there is > 0 (depending on 0) such that, if texy — 7 < ¢ < text, then

¢z 3v3 1 5
aiy (%(t)’ @(t)’ Qp(t)) - 2 (text - t)1/2 S (text - t)l/Q’

9z 31‘<5

gy VT O2O T G ] S

From here, taking t = E and replacing (Ag, Bg, Cx) b (sk fAk,\ka,sk ka) we easily
obtain the claimed bound on (25). O

Proof of Proposition 5. Just like in the proof of Proposition 4, we first introduce the following func-

tions (again with the notation s = z + y + 2):

y2z 22z TYz r2? 23

Ux(z,y, )—4 +4 +7+7+97+27+27+

2 2 > $22 23

Ty :Ey

These functions are respectively the fluid limit approximations of E[(AX})? | Fi], E[(AY%)? | Fi] and
E[(AZ)? | Fi] and can be computed from the transition probabilities given in Figure 3 as before.
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VARIANCE OF A. Let us start by establishing (18). We first note that, since adding a function of Ay,

does not change the conditional variance on Fj, we have

~ ~ 1 1
Var (A4y|F,) = Var (AAk+< i o )Ak|ﬂ) = 3/2 g Var (AA|Fy) = 3/2 75— Var (AX;| Fy).
e Vo glavn Ept1™ Ept1™

Therefore, we can write

~ 1 1
Var <AAk]}“k> 7 E [(AX})2|F] — T E[AX|Fi)?,
k+1 k+1
SO
~ 24/3 1
Var (A7) - o | S T E [AX | Fi)? (33)
k Ep+1M
1 Xy Vi Z
+ 372 E [(AXIC)Q’]:k] —Yx (k) i? k>‘
€k+1n n n n

g G ) e (7 () 2 ()2 ()
ramalr (P G) 2 (5) 2 (3)) - e

Ept1™
() - (i)
Ep1 M

The first term can be bounded by using Proposition 4 and e, > n=2/5-1/100 Moreover, by the exact

same argument as for term (23) in the proof of Proposition 4, the second term is

1 1 1 —1/30
eplan Sk | Lem.1 €)/*n2 ) cyzn-3-1ho ERN

We now bound the third term of (33). If we write (v1, v, v3) = (A B %), this is bounded by

n’n

WX e (34

max
3/2 Z’ |x Z (k/n)|<|v1)

ket ly—2 (k/n)|<|v2|
|22 (k/n)|<|uvs]

Just like for ¢x in the proof of Proposition 4, we can compute the gradient of ¥x: the partial

derivatives are of the form (P(x oY, ))4, where P is a homogeneous polynomial of degree 3. By using

Lemma 1, just like in (27), we have that x, y and z are respectively O ( 1/100) 0 (sknl/wo) and
O (ei/ pl/ 100) and that the sum = + y + z is of order g;. Therefore, by considering the higher order

terms in the polynomial P(x,y, z), we obtain the following estimates:

Ox _ Ox —1/2 0Yx
T @22 =0 (1Y) Sy ) = 0 (e nt0) L T ) =0 (&)

Combining this with (34), we get that the third term of (33) is

o n3/100 100 1,
e2n3/? :

. .. —1/30
using &), > n~2/5-1/100 this is O (" / )

ErNn
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We now bound the fourth term of (33). For this, we use again (8). In particular, when we write
down x (2,%, %) (text — €), the highest order terms in ¢ are % ~ V/3y/ and @;gf ~ V/3\/€, so

we have

¢X ('%‘7 @, QF) (text - 5) ~e—0 2\/§\£

In particular, taking € = e, if we choose 7 small enough the fourth term of (33) is bounded by s%n.
Finally the fifth term is also smaller than E%n if ey, is small enough. Gathering-up the pieces we have
established (18).

The bound (19) follows from the same proof by noticing that the only term of (33) which makes
the errors A2, B2 € appear is the —E [AX}|F;)?, which is negative.

1/2 > 9
sk/nn n

VARIANCE OF B. The bound (20) is immediate: for the same reason as with A, we have
~ 1 9
Var (ABk|]-"k) = —Var (AYi|Fe) < -

since |AYy| is bounded by 3.
VARIANCE OF C. Finally, we prove (21): as before, we can write

E [(AZy)?|Fi] — E[AZL|Fi]?

Var <A5k|.7:k) =

Ek4+1M

1 X. Y. Z 1 X. Y. Z
< E [(AZ)?|Fi] — Uy (’“ -* ’“) ‘ + Uy (’“ = ’“) :
Ek+1M n n n Ek+1M n o n n

By the exact same argument as for g, the first term is

1/2
1 1 1
Ekr1n Sk ELn EgxN

where the first equality comes from Lemma (1) and the second from e > n~=2/5-1/100 On the other

hand, noticing that every term in ¢z (x,y, 2) has a factor Z, we can write

3/2
X Yo Ze\ _ (e Zo (%) Z o (el
wz(n’n’n>_O<Sk>_O<skn>_O(sk)’

where the second inequality comes from Lemma 1. This proves (21).

4.2 Rough behaviour of ﬁ, B and C

In this section we will use our drift and variance estimates to control ﬁ, B , C. We shall get a rather
rough control on A B and C (Proposition 6) and later refine the one on A. In the rest of this
subsection, on top of the constant K > 0 given by Propositions 4 and 5, we fix
1
0=—
100
for definiteness and let 0 < 7 = n(d) < 1/2 so that we can apply the above propositions. In particular,
the value of 1 does not depend on n, nor on the coming € > 0 and its value may be decreased for
convenience by keeping the same ¢. In the coming pages Cst > 0 is a constant (which may depend

on the constant K or the now-fixed § = ﬁ) and that may increase from line to line, but whose
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value does not depend upon n (provided it is large enough), nor 7, nor on the forthcoming e. On the
contrary K, is a constant that depends upon € but also upon 7 in an implicit way.

Recall the notation €y from (13) and the notation f from (14). The value n shall give our “starting
scale” kg = |(text — n)n] which is such that e, = 1 and we shall then look at times ko < k < 6. We

start by controlling the fluctuations at k.

Lemma 2 (Fluctuations in the bulk). For all € > 0 there ezists K. > 0 so that for all n large enough,

with probability at least 1 — € we have
max(|Ag, |, | Brols |Cro|) < Ke and 6 > k. (35)

Proof. Classical results entail that on top of the law of large numbers for the process n=1- (X" Y™, Z")
given in Proposition 2, we have a functional central limit theorem for their fluctuations, as long as we
stay in the bulk. More precisely, for 0 < ¢ < (text — 1), the solution given by the differential equation

(5) is bounded away from 0, i.e.
inf{min(2"(t), Z (t), Z(t)) : 0 <t < (text — M)} > 0, (36)

and thanks to our hypothesis (3), the initial fluctuations Ay, By and Cp are bounded so that
(Ag, By, Co)/+/n converges to (0,0,0)*. Therefore, we can apply [0, Theorem 2.3 p 458], which implies

that
Altn) Bl Clin
vl oyn yn

converges as n goes to infinity weakly to a continuous random processes driven by a nice stochastic

>10<t<%m—ﬁ>

differential equation. Furthermore [9, Theorem 2.3 p 458] entails that the terminal value
Altea—nn) Blttsa=nn) Clitea—mnnl
v yn T
converges towards a Gaussian law whose covariance depends on 7 only. Given (36), this implies

that w.h.p. we have X > 0 for all 0 < k < (fext — 7)1 (in other words € > (text — 1)n) and that
|ﬁt(text—n)nJ l, |§L(text—n)nJ l, |ét(text—n)nJ| are tight. The statement of the lemma follows. O

After this initial control, we shall provide a rough upper bound on the fluctuation processes.

Proposition 6 (Rough upper bounds). For all € > 0, there exists a constant K. > 0 such that for n
large enough, with probability at least 1 — € we have

| Ay

max VRN Y R E 5 6 < KG- 57
k0<k<§{|log(gk)|3/4 | Bl | k|} 37)

Remark 4 (The truth). The proof of the proposition shows that we can replace the 3/4 exponent by
1/2 4 6 for all 6 > 0. We anyway expect an “iterated logarithm” behavior for A so that we could
replace |log(e)| by |loglog(ex)|. In the same vein, a little more effort would yield that B and C

95

“converge” but our estimates will be largely sufficient for our purposes.

4We could have allowed o(/n) fluctuations, but not o(n) as in Theorem 1.

5To be precise, and stressing the dependence in n, the processes (B! it € [0,text]) converge in law for the |||/

[tn]AG™
distance towards a limiting process (B; : t € [0, text]) which is continuous and in particular continuous at tex. Similarly
(éﬁn]/\en 21 €00, text]) = (Ci i t € [0,text]) for a random continuous process and furthermore C;_,, = ?’QﬁBtm.
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Proof. In light of the form of the drift of C' obtained in Equation (17), we will rather consider the
process Ej, = Cy — 3—\2/§§k instead of C, but notice we can control |Cj| < 3—\2/§|§k\ + |E}| using the
processes B and E so that it is sufficient to prove the proposition after replacing C by E. Introduce

L the first time at which one of the those three processes becomes large, i.e.

_ A, -
L =6 Amin {k > ko : max (“@L;ku?)/y | Bi|, ]EM) > Ke} )

We call the region defined by the above inequalities on (g, E, 5) the good region for the processes
and evaluate separately the probability that we exit this region (i.e. that L < 9~) via one of the three

processes A, Bor E. By definition (14) of 6 and since we will always take n large enough to have
Kc(1+1log)"(n)) < log(n),

as long as ky < k < L, we can apply the estimates obtained in Propositions 4 and 5. Specifically, we
will decompose the processes E, B and F into their predictable and martingale parts and use Doob’s
maximal inequality and L? estimates to control the martingales.
LET US START WITH B. We write for ko < k<L,

k—1

By =By, + > E [ABF] + Mf

l=ko
where (M ,5\ 1 )k>ko 18 an (Fj)-martingale which starts from 0 at time ky. We first evaluate the
drift /predictable part. To ease the calculation and readability, we will deliberately drop the integer-
part notation |-| and introduce scales. Recall that the value of ) = ey, has been fixed above, but we
may decrease it for convenience as long as it is independent of n and e. We start from kg = (text —1)n
and we let

kj = (text — 1277 )n,

< (2 + 155)10gy(n). In particular we have j + |logy n| < |logy ex| < (j + 1) + |logy 1| for all
k

j+1. With this notation, and using our estimate (16), we know that if & > ko we have

T
L

Lo |S B [AE |]-”] _ - i ) max (!Ad, | Bl |Ce!> 1 1
k<L e X S <L —n
e (16) sl VEm em

o]
1 441 1
< Cst-Ke- ) Locs [oged ™"+ 1 + —n /30
good region I—ko \/6711 em

logy(n) kj—1 . 3/4
1 / 1
< Cst-K.- Y Y (UH o )" | = n_1/30>
scales =1 t=k;_ \/ 772*]71 772 n

log,(n) . 3/4
1
< Cst - K, - Z <\/ﬁ(3 + | 20jg/§77|) 4 n_1/30>
j=1
logy(n) .
+1 _
j=1

< K- (Cst-y/nllognl),

for n large enough where Cst > 0 is a constant that may vary from line to line but that does not

depend on n, nor on € nor on 7 as long as it is small. In particular, we may decrease the value of
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7 so that the parenthesis in the last display is smaller than 1/4 say. We obtain that the sum of
the absolute values of the expected conditional drifts of B between ko and L is bounded by K./4
(deterministicaly).

We deduce that the event {L < 6 and |By,| < K/4 and |Br| > K.} is included in the event
{L < 6 and [MP| > K_/2} so that in particular we can write

P (L < 0 and we exit the region by E) <P (’Eko’ > K5/4> +P (L <0 and |MP| > K€/2>

P (yékoy > K. /4 +IP>< sup | MP| > KE/Q)
ko<k<L
E

(yBkoy > K6/4> +4 [l(?f/ll) I

Doob

Up to increasing K. we can bound the first term by € using Lemma 2. To bound the second term, we

use our variance estimate (20) which gives in the good region

E [(AMP)?|Fy, k < L] = Var (AMP|Fy, k < L) = Var(ABy|Fi, k < L) <
(20)

e

By the orthogonality of martingale increments in L? we deduce that

o0

E(MP)’] = > E(AME) Lrer|Fi] <
k=ko

K(textn - k'[))

= Kn.
n

Hence we obtain

E[(MP)?) _ _, 16K
K2 = K2~

P(L < 0 and we exit the good region by B) €+ 16

If K. is large enough, the second term is also less than € so that the probability in the left-hand side
is small. Conclusion: it is unlikely that we exit first the good region because of the process B.
CASE OF E. The proof is similar, but we shall use more precisely the form of the conditional expected

drifts. As before, we write
k—1

Ey=E,+ > E [Aﬁgm] + MF
l=ko
where (MFE, [ )ksk, is an (Fj)-martingale which starts from 0 at time ko. We will bound P(L <
0 and E‘L > K.) and the case EL < — K. will be treated similarly. Let us introduce Ly, the last
time before L where E is smaller that K./2. In particular on the event {L < § and Ej > K.}, for
Ly < k < L the process Eis larger than K./2 and its conditional expected drift therefore satisfies

1 3v3 K
AE|Fe| — — Ej < Al |Byl. |C = —1/30>
[ k’ k} En ?{,-//2 (16)&(17) 2 (ek V/Ek max (| gl | k| | k‘) sknn
>Ke
5
+7max (!Bk| IC’k\) +—€3/4\Ak\+ o n1/30
(5 3K 4K
N TN o (1Bl ) + 2 cb/2| 2y 4 2 19
Ern Ern
_ o [20+3KVE) 1Ke} |log5k|3/4
good\region ‘ Ern ErNn .

n large enough
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Up to further diminishing 1 (which forces €, < 1 to be small), we can assume that the right-hand
side is smaller than K /(4epn) for n large enough so that we are sure that the conditional expected
drift E [AEH]—}C} is less than —K/(4exn) for L, < k < L and in particular it is negative and pulls

back the process towards 0.

A

Figure 7: Illustration of the proof. If we exit the good region through the process E , then it has a negative
drift (green arrows on the figure) over the time interval (L, L) and this forces its martingale part to vary

too much.

We deduce that on the event {ky < L, < L < 0 and E; > K} the variation of the martingale
MP¥ over [Ly, L] must be larger than K./2 (just because the drift plays against the process in this

region). Hence,

- ~ K
P(L < 6 and EL>K€)§IP’(L;J§/<:0)+IP’( sup |ME | >6>
ko<k<L 4

We now use our variance estimates (21) and (20) in the good region. In particular,

E [(AME)*1k<r] = Var (AMF1<p) = Var ((ACk — MA&) JLKL)

< Cst
(20)&(21) VErn

where Cst > 0 as usual does not depend on n nor on € nor on n. Summing those variances over one

< Cst - (Var(AékIlkgL) + Var(AEk]lkgL))

scale we obtain

kiy1—1 .
Cst Cst(kip1 — k; 27 ,
Z S < S ( i+1 ) < Cstu _ CSt\/ﬁ(\@)_l
€k T \/N27'n
We deduce that
K 16E[(MF)?] oo Fitis Csty/n
P( sup |[MF|> 6> < ——~——< AM < .
(s > 5) < 22 ; 3 BIOME ) < T
If K. is large enough, this bound, as well as P(Ly, < ko) (by Lemma 2), are less than € so the

probability of the event {ky < L < 0 and Ef, > K.} is less than 2e. Combined with the symmetric
case when Fj, < — K., this finishes the case of E.
LET’S FINALLY MOVE ON TO THE CONTROL OF A . Again, we decompose A as follows
k—1
Avk = Avko + Z E [Agﬂfg} + M,?,
l=kg
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where (M. ,?A 1 )k>ko 15 a martingale for the canonical filtration and starts at 0 at time ky. Compared

to the above cases, we shall look more precisely at the scale of L and introduce
J such that ky < L < kjyq.

In particular, recall that if k; < k < kjy1 we have j + |logyn| < |logyer| < (5 + 1) + |logyn| so
that up to losing a multiplicative factor, we may replace |logey| by the corresponding scale j in the
calculations. As before, let us bound from above the probability that we exit the good region with
the process g, that is

P(L < 6 and A, > K, - (J +1)3/%)

and the case L < 0 and A, < —K, - (J + 1)34 is symmetric. As for the case of E, we introduce
L, the last time before L where A is smaller than K.(J +1)**/2 and I its corresponding scale (i.e.
such that kr < L, < kry1), see Figure 8. As before, we get from Lemma 2 that L), > ko with high
probability when K. is large. We will now use the fact that the conditional expected drift of A not

only goes against A but also that its strength is linear in A.

A K5j3/4

ko ky kr kri1 ky kin

Figure 8: Illustration of the proof. If we exit the good region through the process }L then it has a negative
drift (green arrows on the figure) over the time interval (L, L) whose strength is proportional to J¥4K,

over a scale. As in the above cases, this forces its martingale part to vary too much.

Specifically, when L, < k < L, the process A is larger than K.(J + 1)3/%/2 while the other
processes are in absolute value less than K. so that by (15) the predictable drift is negative and of
order —Ay/(exn):

1/4
~ 1 ~ o |~ Ke ~ ~ K
E [AA;C‘]:]C} — Ay < — | Ag| + k_ max (‘Bk|, ’Ck|) + = pm1/30
4epn ~~ (15) ErNn ErNn ErN
SK(J+1)3/4)2
1/4
K
< 1/1OKE(J+1)3/4+ €k K. + K n—1/30
good region  ELMN ELN ELN
Gl (39)
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e e e q . . . e . 3/4
for n large enough up to diminishing 7 if necessary. In particular, E [AAH]-}] is less than — 1[66 (J:;L

and summing the conditional expected drift over all k € (L, L) yields total drift smaller than
L—1
> EAL4IF] < —c (J - T = 1)K (J+1)**,
k=L, +1
for some constant ¢ > 0. Let us first concentrate on the case where I +1 < J so that J —1 —1 > 0.
In particular, the variation of the martingale M* between L) +1 and L must compensate this drift
and must be larger than —c(J — I — 1)K (J + 1)3/%. Thus, we have

IP’(k:O<L_ <L<éand1+1<JandZL/(J+1)3/4>K€)

logy(n) j—2
P sup M — inf M‘4>cj—i—1Kej—i—l?’/4
Z 2 (kinAL Aot MR > o JE(j +1)
logs (n MA)2]
< Cst ”mL ki )
Doob Z 2 K2 ] +1 3/2( — g — 1)2

Thanks to our variance estimates (19) we have E[(AM{1)?1j1] < eCTSZ so that after summing over

scales we obtain ]E[(MéHAL - Mé)ﬂ < Cst- (j + 1 — 7). Plugging this back into the above estimate

we deduce

IP(k:0<L_<L<§and[+1<JandZL/(J+1)3/4>KE>

I
Ctogi(:j2 (+1—1) _ Ost
K2 = = (G+1)32(j—i—1)2 = K2’

so that this probability can be made arbitrarily small by making K, large. The case Az /(J + 1)%4 < —K,
is treated similarly. As for the case |[I — J| <1, since kg < L, w.h.p. (by Lemma 2), we use that in
this case the martingale M4 must have a variation of at least K(j +1)3/4/2 over (k;j_1,k;j+1) (we do
not use the strength of the drift, but just the fact it plays against us over (L}, L) as for the case of
E) By Doob maximal inequality and the above estimate, this probability is bounded from above by
Cst/((j 4 1)%/2K?2), whose sum over 0 < j < logy(n) is < CSt . We conclude similarly. O

4.3 This is the end

Using Proposition 6 and (8), we can conclude as in Lemma 1 that the process X} stays positive at

least as long as
nsi > \/ﬁ(sk)3/4| log ek]3/4, ie. aslong as  texn — k> n3/5(log n)3/5.

Through a more refined control on ﬁ, we shall first prove that we can remove the log3/ °n and prove
that nteyy — 0 = O]p(n3/ %), see Proposition 7. The convergence in law of n=3/5 (ntext — 6) will be

deduced by doing a SDE approximation for the process Zk when &), &~ n~2/5 in Proposition 8.

Since we now take a close look at times k = texin — O(n3/%), let us introduce a new piece of
notation: for k > 0, we write

ty, = n_3/5(textn — k), sothat k= tegn — tn®® e ep =tpn /5.

With this notation at hands, we can state a refined control on A.
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Proposition 7 (Control on A in the critical region). For all € > 0 there exists K. such that with
probability at least 1 — ¢, for all k < texyn such that tp, > K., we have

|Ak| < K€t’1€/8'

In particular, performing the same argument as in the beginning of this subsection, we deduce

that X stays positive until time texn — K€n3/5, that is 0 > textn — K€n3/5

1—e

with probability at least

Proof. The proof is similar to the control of Ain Proposition 6. With the notation of the proof of

Proposition 6, let us introduce
~ 1
T=LAmin{k > ko : |Ap| > K-t} }

and J € {0,1,2,...} the corresponding scale, i.e. such that 27 > tp > 2U-1 Ag for the previous
control of ﬁ, we will replace tr by 27 in the calculation to make the reading easier. Note in particular
that k — ti is decreasing.

We bound the probability P(T' = k < L and A, > K€~2%), the case {T' =k < L and A; < —KEQ%}

being similar. For this, let & > 0 be a small constant (to be precised later), and let
T~ = sup {ko <k<T: Ay <all —J+1)K27 with 2171 < ¢, < 21}

and I > J its corresponding scale (notice the slight difference here with the proof of Proposition
6 because I enters in the definition of the barrier). As before, Lemma 2 will entail that T~ > kg
with high probability as n — oo and when kg < T7 < k < T and 271 < ¢ < 2%, we have
Ay > a(i— J + 1)K.27/8. By the same calculation as in (38) we have

~ ali—J+1)K.2/8
E [AAk|fk} < —8( ) .

Ern

Summing those expected conditional drifts over all T~ + 1 < k < T yields a total drift smaller than

T-1 -1
Z E[AAg|F] < Z Z ﬂzi)tk>2i71E[AAk|fk]
k=T-+1 scales ;2501 k>0
o =2 1
< -3 ‘Z (i — J+1)K62J/8212i>tk>2i71%—n
i=J+1 k>0
-1
< - D (- JH+ DK

1=J+1

LI - T - 1)2K278,

<
16

Let us first focus on the case I — J > 2: as soon as T~ > kg the variation of the martingale M*
between T~ and T must compensate this drift plus the difference of the starting and ending values,

and so must be larger than
K.27/% (1%([ —J-1?—a(l—J+ 1)+ 2—1/8) .

If a has been chosen small enough (e.g. o = ﬁ), as soon as I —J > 2, this is larger S—IZKEZJ/S(I— J)2.

As in the proof of Proposition 6, the sum of the variances of the increments of M# between scales i and
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j is bounded above by Cst(i — j) and so the probability that MA# varies by more than 3—12(2 —j)2K€2j/8
over this time interval is bounded above using Doob’s inequality by

i~
(i — 5)2K2/%)"

Cst

Summing these probabilities over all scales jo < 7 < ¢, we deduce that

P(k0<T—<T<Land1—1>J>j0andZT>K€2J/8)

Cst Z 1—7 < Cst - 2770/4

K2 S 4 ]/4 X K2 9
¢ izjasiere (179)%2 ¢

<

and this can be made arbitrarily small by taking jo large enough. Finally, we treat the case 0 <
I — J < 1 similarly, by noting that in this case, if kg < T~ (which has high probability by Lemma 2),
the variation of A between times T~ and T is at least (271/8 —2a)K.27/8. Since the drift is negative,
the martingale M4 must have a variation of order K.27/® (provided a < i) over the scale J, and the

conclusion is the same. O

In the rest of this subsection we stress back the dependence in n and use " = 6 for the stopping

time of the exploration and study the convergence of
tgn € R such that 6™ = teqn — tgnn3/5.
Proposition 8. We have the following convergence in distribution as n goes to infinity

ton — Dy 373/5 . 94/5 =2,
n—00

where ¥ = inf{t > 0: Wy = —t~2} with W a standard linear Brownian motion started from 0 at 0.

Proof. Fix e > 0 and let K, > 0 so that on an event &, of probability at least 1 — 3¢, the conclusions of
Lemma 2, Proposition 7 and Proposition 6 hold. Fix K- > ¢ > 0 small enough so that K.£/8 <e.

We shall first focus on the times k satisfying ¢ < t, < €' and consider the renormalized process

~ A
Fp= -1, 0<k<om.
/4
tk
Let us compute its conditional expected drift and variance: for k < 6" with € <t <& on the
event &, the assumptions of Proposition 4 hold, so that using g, = n~2/5¢;, we have
<9 A V1) B —-1/30
E[AF,|Fy, En] < PR |Ag| + tkn3/5n t2/4n3/5 |Fy| + tkn3/5n (39)
~ 2v/3 1 ~ 2v/3 )
Var (AFk|]-“k,8n> — 3/;[ = |55 Var <AAk|fk> — 3/;[ <5 (40)
6, n35| |t t,/"n3/5| )/ n3/5

We now make ¢ vary with n and take 6 = §, —— 0 in the above displays. Indeed, using the

n—oo
notation of Propositions 4 and 5 we can do so as soon as 1(d,) > 1/&-n~2/5. To avoid stopping times

issues, we possibly extend F after time 0" (in the case tgn < £) by a process F whose increments are
£( 2v/3 2v/3
t2/2n3/5 t2/2n3/5

whose L*-norm tends to 0 uniformly as n — o0), so that our estimates (39) and (40) remain true

and

)1/ 2 with probability 1/2 (in particular independent, centered, with variance
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for all {k: & <t < &1}, Let us recapitulate what we have: with probability at least 1 — 3¢ for all
{k:e<ty <€)

|ﬁntext—§*1n3/5| <€, (by Prop. 7 and the assumption K.£Y8 < €),

E[AF,| ] = o(n3/%) - |Fy| + o(n=3/%),

Var <AFk|fk> = ti/2n3/5

|AFy ][0 = o(1),

\

where the o(1) function is uniform in {k : ¢ < t; < £ 1}. By standard results in diffusion approxima-

tion, see e.g. [18], this implies the following weak convergence for the ||||oo-norm:
(Ftext"*t"i*/"’ B Ftexm*é*lnw)&tss—l n—00 (He)e<t<e1s

V2V34p

$3/4
with initial condition H¢-1 = 0. By Dubins-Schwarz theorem, the solution of this SDE can be written

where the process H satisfies the stochastic differential equation (in reverse time) dH_; =

as

2-31/4<W1—W \ )
v Ve est<et

where W is a standard linear Brownian motion with Wy = 0. Letting ¢ — 0 and £ — 0, we deduce

the following weak convergence over all compact subsets of (0, c0):

. | ) o w ' 41
( textn—tn3/5 0<t<oo M—00 ( \}{>O<t<0<> ( )

To see that the above convergence implies the convergence of stopping times recall that

, Fo= 052 (k/n)/ty}
B < —n*P 2 (k/n)/t).

ton :=sup{ty >0, X =0} = sup{t;

In particular, the time tyn can be seen as the first time when started from +oco that the process F

crosses the barrier " defined by
M (ty) = —n* P (k/n) /.

Recalling (8), we have —n*/®>.2 (k/n)/t; ~ —3ty, so that the barrier " converges towards the graph
% of the function ¢ — —3t. Since the crossing of C by (Wl/\/i 0<t< oo) when started from +oo
happens at an almost surely positive time 7 and since W immediately takes values strictly above and
below % after hitting it, it follows that

d
tgnL)T:SLlp{t>02 2.3/4 . w,
n—oo

= _3t}.

S
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By scaling we have the equality in distribution

—~
=

T = sup{t2012-31/4'WL:—3t}
Vi

33/4 -2
= inf{u >0:W, = —u?}
u=1/Vt 2

2
33/4
f Wau = —5 -2
(m {u> Ta 14 5 U })
—2
1 33/4
(a inf{v >0:W, = Vaa?*: _2}>
33/ —o\—2
f W, =v 2 .
- 33/4 ( ) (inf{v > v %}
The statement follows. O

4.4 Proof of Theorem 2: Size and composition of the KS-Core

We have now all the ingredients to prove our main Theorem 2. First by Proposition 8, the renormalized
ending time tgn converges in distribution to 24/5373/59=2 where ¥ is the hitting time of the curve

t — —t~2 by a Brownian motion. At this time, by Proposition 6 and (8) we have

0" ‘ . .
Yo = Bygn +n% ( = OP(nS/‘r’) + 214/5373/59= 24,13/
N~~~ n
< Csty/nlog(n)3/4 ==~ —
Prop.6 N4t9nn3/5
(®)
o . Y
Zogn = Cyn + n% < = OP(W?/E’) + 216/53_2/519_37537/,,277/2/5.
N~ n
< Cstn3/10]og(n)3/4 S~
Prop.6 ~4\/§t3/2n2/5
®

Moreover using Proposition 1, the KS-Core is just obtained by pairing the remaining half-edges

uniformly at random. Our theorem follows. Ouff:

5 Comments

We conclude this paper with a few perspectives that our work opens.

Near critical heuristics. The exact same proof would work if the initial degree distribution is
critical in the sense of Theorem 1. Moreover, our proof still works as long as the initial fluctuations
are O(nl/ 2) (beyond that, it is not possible anymore to use directly the Ethier-Kurtz results on the
bulk of the exploration in Lemma 2). However, we believe that our techniques can be used to tackle
the near-critical window for the Karp-Sipser core. In particular, this window should be obtained by

starting from

V3

v3 %), 2dj, = Om*®),  and 3df, = n=- +O0(n*"?),

te=n(l— %) +0(n

whereas we studied only the critical case (3). All these shifts in the starting configuration should

result in a shift of order O(n®/°) of the absorption time. In a similar vein, one could study the “Phase
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2” of the Karp-Sipser algorithm [I] which, in the supercritical case, consists in removing a uniform
vertex when there are no leaves left. The analysis of this phase should be intimately connected to the

above near-critical dynamics.

Universality. Obviously, we conjecture that the geometry of the critical core and the scaling limits
results are independent of the fine details of the model of random graph we started with. In partic-
ular, it should hold for the Erdés-Rényi case or for configuration models with small enough degrees.
However, proving a general result seems challenging because we heavily rely on the exact form of the

fluid-limit of our exploration processes (such results are available for the Erdds—Rényi case, see [1]).

Comparison with the k-core phase transition. Finally, it is interesting to compare our results
with the appearance of the k-core in random graphs as studied in [20, 13], where the phase transition
is discontinuous for k > 3.

Recall that the k-core of a graph g is the maximal subgraph of g’ C g so that the induced degree
inside g’ of each of its vertices is at least k. The emergence of a giant k-core has been studied for the
Erd6s—Rényi random graph and the configuration model, see [20, 13]. A difference with the Karp—
Sipser core is that the phase transition is discontinuous: when the k-core exists asymptotically, its
proportion is bounded away from 0. This can be explained heuristically as follows.

Suppose for the discussion that & = 3 and that we are interested in the size of the 3-core in a
configuration model on vertices of degrees 1,2,3 and 4. As in the case of the Karp—Sipser algorithm,
one can reveal the 3-core by iteratively taking a leg attached to a vertex of degree < 2, remove
it, and destroy the vertex it is attached to as well as the connection it makes in the graph (hence
diminishing the unmatched degree of the vertices in question). As in this paper, if one starts with
some proportions p1, pa, p3, p4 of legs attached to vertices of degree one, two, three and four, we can
write the differential equation governing the fluid limit of this process, see [13]. The main difference
with the Karp—Sipser core is that in this case, the number of legs attached to leaves (to be precise to
vertices of degree 1 or 2) is not necessarily decreasing. Actually, in the critical case, the fluid limit
of the proportion of vertices of degrees 1,2 follows a curve which is tangent to the boundary of the
domain at some point before diving back into the bulk of the simplexe and dying at the right corner,
see Figure 9 (and compare with Figure 5). This explains the first-order phase transition in this case: a
slight perturbation of the initial conditions may push the curve to exit the domain at a very different

location.
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